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中  文  摘  要

	近年来，面向网络的资源共享与协同技术已成为一个重要的研究方向，网格计算、P2P计算和Web服务等技术引起了学术界与工业界的广泛关注。服务网格，作为Web服务与网格计算的融合，代表了网格计算的未来发展趋势。服务能够有效地屏蔽网络资源的异构性，因此利用服务网格技术可方便地集成广域网络上的各种异构资源，从而为构建基于网络的复杂应用提供支持。然而，由于开放网络环境下资源的分布性、异构性、自治性和动态性更加明显，其资源管理问题也日趋复杂，如何在服务网格中实现有效的资源管理，成为一个亟待解决的挑战性问题。

首先，服务网格作为一种重要的网络计算技术，其目标是在无序成长的网络环境中构建有序开放的松耦合系统以支持资源共享与协同，研究服务网格体系结构和资源管理技术是实现该目标的重要前提；第二，资源的组织管理结构和发现机制是实现资源共享和协同的基础，在开放的网络环境下，无法对资源进行集中的组织管理，需要建立一种有效的组织管理结构和发现机制以聚合资源；第三，在开放的网络环境下，面对多样的应用模式与需求以及高度动态的资源环境，需要动态地将服务部署到可信的底层物理资源上，以支持任务调度优化、负载均衡和作业迁移等；第四，各类资源的加入/退出具有高度动态性和不可控性，同时，恶意行为以及病毒、软硬件故障等因素导致了任务执行的不可靠性，因此需要提供在不可靠环境下任务的可靠执行机制。

针对上述问题，本文提出了一种新的服务网格体系结构，重点研究了资源的组织结构和发现机制、服务部署以及任务的可靠调度等关键问题，并研制了中间件系统。主要研究成果如下：

（1） 提出了开放的服务提供与消费环境Open SPACE体系结构，给出了在无序成长的复杂网络环境下构建有序开放的松耦合服务网格系统的基本方法，设计了服务网格的概念模型、技术层次体系结构和系统体系结构，描述了服务网格的组成实体和功能，以及各个部分之间的关系。在Open SPACE中，明确区分了消费者、应用服务提供者、底层资源提供者和原始服务提供者在服务网格资源管理中所担当的角色，通过位于不同层次的关键技术保障了各类实体的利益，为服务网格向受管共享虚拟系统方向的发展演化提供了一种新的思路。Open SPACE使得整个网格成为一个开放的环境，降低了各类实体之间的耦合性，各实体之间通过标准接口进行协作，从而减小了构建和维护网格系统的难度，提高了系统的可伸缩性。实验结果表明，Open SPACE有效地提升了服务网格系统的作业处理效率等性能指标，从而便于保障各个参与实体的利益。

（2） 提出了基于RCT的网格服务及底层资源的有效组织方法，针对用户请求和资源动态的加入/退出及状态变化，设计了负载感知的自组织机制，并提出了高效的资源发现算法，有效地避免了系统性能瓶颈，支持范围查询和多属性查询等高级查询方式。首先，针对网格中资源规模大，而现有的网格资源组织缺乏对资源进行有效分类组织，使得搜索效率较低的问题，提出通过资源分类树RCT对相似特征的资源进行分类组织。其次，针对资源动态性和用户请求的动态性，设计RCT的自组织和负载感知的自适应调整机制，进行有效负载均衡，消除性能瓶颈，保证系统运行的效率。第三，基于RCT设计了包括范围查询和多属性查询等多种复杂的资源查询机制，以满足用户不同的查询请求。理论分析和实验结果表明，基于RCT进行资源组织与发现，算法复杂度低，提高了资源发现的效率，有效地平衡了各个节点的负载，保证了系统的可伸缩性。
（3） 研究并设计实现了可信的远程服务热部署技术ROST。针对网格环境和应用需求的动态性，以及当前主流网格中间件对服务部署支持不足的问题，通过深入分析服务容器中服务部署的工作原理，提出了远程服务热部署机制ROST。ROST支持服务容器不停机的情况下执行服务的部署、重部署和反部署；针对服务容器和服务本身潜在的安全风险，引入自动信任协商技术在服务部署双方之间动态建立信任关系，从而保障服务部署过程的安全可信；此外，为方便用户使用ROST，提供简单有效的“拖放式” (drag-and-drop)部署功能。实验结果表明，ROST开销小，具有较高的吞吐量，并有效地提升了作业处理效率，能够为动态网格环境下的负载均衡和作业迁移等提供有效支持。
（4） 提出了基于经济激励的可靠任务调度机制RECON，通过任务副本的动态管理，以及基于用户出价来决定任务执行的可靠性等级的方法，不仅为用户任务执行提供了有效的可靠性保障，且使服务提供节点的经济利益最大化，有效地解决了在可靠性较低的资源环境下任务的可靠执行问题。针对P2P环境中资源的不可靠性，通过任务的冗余调度提高在不可靠的网格环境下执行任务的可靠性。结合经济激励机制，在防止“搭便车”行为的同时，基于用户对任务执行的出价计算相应的任务可靠性保障等级，并按照启发式算法以最小化服务提供节点的成本为目标，选择合适的资源完成任务调度。在三种不同资源环境下的仿真实验结果表明，通过将经济激励与可靠性保障机制的有效结合，所提出的调度算法在保证用户任务可靠执行的前提下，保证了服务提供节点的经济收益。

（5） 研制了服务网格CROWN的资源管理中间件系统，针对服务部署与运行管理、资源组织与发现及可靠的任务调度三项关键技术，分别设计并实现了服务容器CROWN Node Server、网格信息服务CROWN RLDS和调度器 CROWN R-Scheduler，其中前两个作为CROWN服务网格中间件的核心组件，已经得到较为广泛的部署和应用。值得指出的是，实验结果表明CROWN Node Server在吞吐量和平均作业处理时间等性能指标上要远优于著名的开源网格中间件Globus Toolkit 4。同时，CROWN R-Scheduler为系统整合可靠性较低的桌面计算资源等提供了支持。
基于本文的技术与系统研究成果，目前已在国内的北京、长沙、重庆和香港，以及美国的Stevens Institute of Technology、澳大利亚的Swinburne University of Technology、英国的Newcastle、Leeds、London和Southampton等建立了包括多个网格站点的CROWN试验床，整合了较大规模的计算和存储等资源。CROWN的资源管理软件对构建试验床发挥着关键的作用。首先，每个网格节点都需要安装CROWN Node Server，Node Server是节点接入试验床的必备组件，它为节点上的应用服务和系统服务提供最基础的运行管理环境。第二，需要在每一个节点上安装CROWN RLDS，以便实现整个试验床资源的组织。由此可见，CROWN Node Server和CROWN RLDS这两个资源管理中间件为试验床的构建和资源的聚合提供了最为重要的支撑。基于CROWN的资源管理中间件，并通过与应用单位的合作，已经开发了生物信息学、中尺度天气预报AREM、多媒体处理MDP和心脏血液流动温度场可视化gViz等多个领域中的应用。
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Research on Resource Management Technologies and Systems in Service Grids
Sun Hailong
ABSTRACT
	In recent years, network-oriented resource sharing and coordination has become an important research direction. Grid computing, Peer-to-Peer, Web services and other technologies have drawn a lot of attention from both academic and industrial communities. Service grid technologies, emerging as the convergence of grid computing and Web services, represent the future of grid technologies. As services can effectively hide the heterogeneity of network resources, using service grid technologies can facilitate the integration of the heterogeneous resources over wide-area networks, and hence can provide support for building complex network-based applications. However, since the network resource characteristics in terms of distribution, heterogeneity, autonomy and dynamism are becoming more evident, resource management issues in service grids are more complicated than ever, and thus make effective resource management in service grids a challenging research topic.

First, as one of the important network-based computing technologies, service grid technology aims at building ordered, open and loosely-coupled systems under disordered and constantly-growing network environments so as to support resource sharing and coordination. And research on service grid architecture and resource management technologies is critical to achieving such a goal. Second, resource organization structure and discovery mechanisms are the basis of implementing resource sharing and coordination. In open network environments, it is impractical to organize resources in a centralized manner, thus an effective approach to effective organizing and discovering of resources is needed to aggregate resources. Third, considering the diverse application paradigms and requirements, and highly dynamic resource environments in open networks, it is required to support dynamically deploying services onto underlying physical resources for optimal task scheduling, load balancing, job migration and other functions. Finally, the dynamic and uncontrollable joining or leaving of resources, malicious behaviors, viruses and software or hardware failures lead to the unreliability of task execution. Therefore, certain mechanisms for reliable task execution under unreliable environments are needed.

To address the aforementioned issues, a novel architecture for service grids is proposed; resource organization, resource discovery, service deployment and reliable task scheduling are studied in this thesis; and a corresponding middleware system is developed. The major contributions of this thesis are as follows:

（1） An architecture called Open SPACE, Open Service Provisioning and Consuming Environment, is proposed for service grids. With Open SPACE, the basic methodology for building ordered, open and loosely-coupled service grids under disordered and constantly-growing complex networks is presented. A conceptual model, a technical hierarchical architecture and a system architecture are also provided, which describe the participating entities, the roles of and relationships between the entities. With Open SPACE, the roles that service consumers, application providers, underlying resource providers and raw service providers play respectively in service grid resource management are clearly defined. And the benefits of various participating entities are guaranteed through technologies in different levels, which provides a novel idea for service grids to evolve towards managed shared virtual systems. Open SPACE enables a grid system to become an open environment, in which various entities are loosely coupled and collaborate with each other through standard interfaces. As a result, the building and management of a grid system becomes easier, and the system scalability is much improved as well. Experimental results show that Open SPACE helps to effectively improve performance metrics like job processing efficiency and thus is suitable for ensuring the benefits of participating entities.

（2） A resource organization approach based on RCT (Resource Category Tree) is proposed for grid services and underlying resources. In the proposed approach, a load-aware self-organizing mechanism is designed to address dynamic user demand and resource status, and a group of efficient algorithms for resource discovery are proposed. The RCT approach effectively eliminates the performance bottleneck and supports range and multi-attribute queries. First, as the scale of grid resources is very large, and existing methods scarcely have categorizing capabilities, RCT organizes resources according to the characteristic similarity of resources. Second, self-organizing and load-aware self-adaptive mechanisms are designed to cope with dynamic resource changes and user requirements so as to effectively balance system load, eliminate system bottleneck and ensure system running efficiency. Third, to satisfy different user query requirements, RCT provides various query methods such as range queries and multi-attribute queries. According to theoretical analysis and simulation results, the method based on RCT has acceptable algorithm complexity, improves the resource discovery efficiency, effectively balances the load of participating nodes and is capable of ensuring the system scalability as well.

（3） ROST (Remote and Hot Service Deployment with Trustworthiness), is proposed to solve the service deployment, re-deployment, and un-deployment issues without interrupting the normal running of a service container. A simple and convenient deployment approach, drag-and-drop deployment, is provided for users as well. Experimental results show that job processing time is greatly reduced with ROST, and the job processing efficiency is observably improved as a result. 

（4） RECON (Reliable Task Scheduling based on Economic Incentives) is proposed as a reliable task scheduling mechanism incorporated with economic incentives. Through dynamic task replica management, and computation of the reliability level of user task execution based on user bidding price, RECON can ensure the reliable task execution, and can maximize the economic benefits of service providing nodes at the same time. As a result, RECON effectively solves the problem of reliable task execution in resource environments with less reliability. The basic idea of RECON is to improve the task execution reliability in unreliable environment like P2P through redundancy. With the introduction of economic incentives, RECON not only can effectively prevent “free-riding”, but also can compute the reliability level based on user bidding price, then selects appropriate resources to schedule tasks with the goal of minimizing the service provisioning costs. Simulation results with three different resource environments, the proposed scheduling algorithms guarantee the economic benefits of service providers and the reliable task execution as well.
（5） The resource management middleware in CROWN (China R&D Environment Over Wide-area Network) is studied and developed. For service deployment and runtime management, resource organization and discovery, and reliable task scheduling, a service container, CROWN Node Server, a grid information service, CROWN RLDS, and a scheduler, CROWN R-Scheduler are implemented respectively. As the core components of CROWN middleware, CROWN Node Server and RLDS have been widely deployed and applied. It is noted that CROWN Node Server outperforms the famous open source grid middleware-Globus Toolkit 4, in terms of throughput and average job processing time according to experimental results. Additionally, CROWN R-Scheduler provides support for integrating less reliable resources like desktop resources.
On the basis of the technology and system research in this thesis, CROWN testbed consisting of multiple sites distributed across Beijing, Changsha, Chongqing, Hong Kong, Stevens Institute of Technology in US, Swinburne University of Technology in Australia, and Newcastle, Leeds, London and Southampton in UK, has been set up, which aggregates large-scale computing and storage resources. CROWN resource management middleware plays an important role in the building of the testbed. First, CROWN Node Server is required to be installed at each node to provide the fundamental running management for application and system services. Second, CROWN RLDS is another pre-requisite middleware to support the organization of the resources on the testbed. Therefore, CROWN Node Server and CROWN RLDS together provide the most fundamental support for the testbed establishment and resource aggregation. With the cooperation with application users from different institutions, many applications including bioinformaitcs, medium scale weather prediction-AREM, multimedia data processing-MDP and visualization of blood in heart-gViz were developed successfully based on CROWN resource management middleware.
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